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The Mind in Vitro (MiV) investigation’s overarching goal is to study
the potential for computation using living neurons as an alternative to
von Neumann architectures. Our project is an investigation into reservoir
computing (RC), a potential architecture which can use a neuron culture
as a “reservoir.” RC is a machine learning strategy most commonly used
for temporal classification and prediction tasks. In our summer research,
we explored implementing RC using the biophysical neuron simulator
Nengo, while adjusting a variety of parameters, to assess the potential
of RC for neurological computation. Results show that while RC isn’t
the most precise model, it is better at identifying temporal attributes as
compared to linear regression.

1 Introduction
The overarching goal of the NSF-funded Mind in Vitro (MiV) investigation is to
study the potential for computation using living neurons. This form of computation
acts as an alternative to our current digital system based on von Neumann archi-
tectures and boolean logic. While digital computing offers high speed and accuracy,
shifting our focus to neural substrates opens new possibilities for computational
systems capable of cognitive behaviors such as learning, adaptability, and capacity
under uncertain conditions [1]. Our project involves reservoir computing (RC), a
potential avenue for neurological computation for the MiV investigation.

1.1 Reservoir Computing
RC is a machine learning architecture in which an input is fed into a reservoir of
recurrently connected nodes. The recurrent connections between nodes introduces
short-term memory capabilities to the reservoir [2] and non-linearly projects the
input into a higher-dimensional state which makes it easier to linearly separate the
temporal patterns within the input [3]. The higher-dimensional state is known as
the readout and is then trained on the target output using some machine learning
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method, typically linear regression [4]. The reservoir can be any type of network as
long as the network exhibits dynamic internal states. RC has even been shown to
work with a bucket of water used as the reservoir [5]. However, Recurrent Neural
Networks (RNNs) are the most common reservoir choice [4], which is why we use
RNNs as our reservoir for this paper. Figure 1 shows the basic schema of the RC
architecture.

1.2 Motivation

Figure 1: Basic RC Schema, only the connec-
tions between the readout and the output layer
is trained. The reservoir connections remain
fixed [4].

The RC framework of having a large,
fixed RNN with random weights and
a training method that is only ap-
plied to the readout has been indepen-
dently discovered across multiple rele-
vant fields including cognitive neuro-
science, computational neuroscience,
and machine learning [6]. Across these
interdisciplinary areas, there has been
various works [7][8][9] focused on con-
structing RC-based frameworks capa-
ble of cognitive functions, which align
with what we hope to achieve in the
MiV investigation. Notably, the MiV
NSF proposal mentions that the MiV team was able to create an in vitro chip ca-
pable of Morse code communications using RC further supporting the potential of
exploring RC as a model for more advanced neurological computations.

In addition, the unique characteristics of the RC architecture gives it advan-
tages. RNNs and its different variants require gradient descent due to having to
train all the recurrent connections [2]. In comparison, RC only requires training on
the readout. RC doesn’t have to worry about a common issue with gradient descent,
exploding/vanishing gradients, which means faster training and more reliable con-
vergence. Finally, RC has advantages over non-recurrent machine learning models.
Projection and short-term memory capabilities induced by the recurrent connections
within the reservoir is why RC is especially useful for temporal classification and
prediction tasks [4].

2 Methods
2.1 Data
For our testing, we decided to use temporal prediction because RC is especially suited
for these types of tasks as explained in the previous section. To avoid complications
such as insufficient, noisy, or inconsistent data, we generated our own data points.
The data points were based on a sine wave model, described by the equation: 50 *
sin((pi / 2) * x) + 0.4 * x, and was composed of 50 periods with 20 data points per
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Figure 2: Input signal that we used train and test the reservoir.

periodic cycle. A graph of our sine wave can be seen in Figure 2. Using these data
points, we set the features to the original data points and the target to the data
points shifted by one position.

2.2 Nengo RC Model
Nengo [10] is a commonly used Python library for simulating biophysical neurons
and the tool that we used to construct our reservoir. We set the neuron type of
our Nengo reservoir to Leaky Integrate-and-Fire (LIF) neurons, a popularly used,
simplified computational model that mimics the firing patterns of real neurons [11].
We also initialized the reservoir weights randomly. Our reservoir was greatly inspired
by this tutorial [12]. We use standard linear regression to train the readout from
the Nengo reservoir and measure the mean squared error (MSE).

2.3 Reservoir Parameters
We tested two key [13] reservoir parameters: reservoir size and spectral radius.
Reservoir size indicates the number of neurons within the reservoir. For our ex-
periments, we set our reservoir size to 100, 200, 300, 400, 500, and 1000 neurons
(n).

The spectral radius is the largest absolute eigenvalue of the reservoir weight
matrix. Spectral radius values close to 1 are best for tasks that require long memory.
Larger spectral radius values cause the reservoir to be more chaotic and introduce
more non-linearity. Smaller spectral radius values cause the reservoir to resist change
and is beneficial when long memory may be harmful [14][15]. We originally set the
spectral radius to one and then tuned the spectral radius value (sr) from there.

2.4 Baseline
We also wanted some standard to test the effectiveness of our Nengo reservoir.
Instead of feeding the input through a reservoir and then training the readout with
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linear regression like we do for our Nengo RC model, we decided to just directly train
the input using linear regression. This direct training is our baseline to compare
against our Nengo RC model. We performed comparisons both qualitatively with
observation and quantitatively with MSE.

3 Results
Starting with a reservoir of size n = 100 and sr = 1, the results were qualitatively and
quantitatively quite poor in comparison to baseline. While increasing the reservoir
size did improve the shape of the prediction and lowered the MSE, overall the RC
Nengo model was still significantly underperforming. Then, we started to tune the
spectral radius. While the spectral radius was very volatile, we were eventually able
to tune it with positive results. With a reservoir of size n = 1000 and sr = 0.36,
we managed to greatly improve the training MSE, however, the overfitting started
to occur on the testing data. To combat this overfitting, we added a regularization
parameter to our linear regression model to decrease the influence of individual
features from the readout. A reservoir size of n = 1000, sr = 0.36, and regularization
parameter (alpha) of 50,000 gave the best results so far as can be seen in figure 3.

Figure 3: The impact of regularization on preventing overfitting after tuning the reservoir
parameters.

We then compared the results of our best tuned Nengo RC model to baseline.
While the MSE between the two was relatively similar, our Nengo RC model did a
better job of learning the temporal parts of the increasing sine wave. Baseline was
unable to learn the shift in the target which is why its prediction is consistently
offset as seen on the left side of figure 4. On the other hand, while our Nengo RC
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model wasn’t able to as accurately learn the shape of the target as baseline, our
Nengo RC model was able to learn the shift as seen on the right side of figure 4.

Figure 4: Comparing the results of baseline linear regression (left) with our tuned Nengo RC
model (right).

4 Discussion
This paper describes some of our initial work and results for our investigation of RC
for computation with living neurons. Tuning both the reservoir size and the spectral
radius greatly improved the results of our RC model, but caused overfitting. We were
able to counteract the overfitting using regularization, and our final tuned Nengo
RC model yielded positive results. Overall, our Nengo RC model was able to better
learn the temporal components of our input data than baseline. There is still a lot
of work to be done in exploring RC and improving our Nengo RC model, however,
these results demonstrate the potential of RC for neurological computation.

In the future, we will continue to adjust the Nengo RC model. Currently, there
are some irregularities. For instance, the spectral radius is extremely volatile even
around one which is inconsistent with the literature [14][15][16]. Therefore, these
irregularities need to be investigated. We plan to start by testing simple polynomial
functions rather than a sine curve to simplify our data as much as possible. We
will also continue to investigate different recommended [14] reservoir parameters
including reservoir weight sparsity and distribution, along with the leaking rate of
the neurons. Then, we plan to expand our study by implementing different reservoir
architectures [17]. So far, we have mainly used linear regression as the readout
training method, performed minimal preprocessing of the input, and fed the input
through one reservoir. These are all architecture factors that we plan to adapt and
test in the future. Finally, we eventually want to start comparing the results of our
Nengo RC model to the MiV team’s main simulator [18]. From there, we can start
doing our own personalized tests with the MiV Simulator.
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